Hypothesis Testing WHICH BOX SHOULD | USE? [For hypothesis testing or creating confidence intervals]

Step 1) State the null and alternative hypothesis Single Population - Data Type: Interval (Numbers)
Step 2) Calculate Test Statistic 112 Z-Test for a single sample mean (%) if o is known
Step 3) Determine significance level and rejection region. 12.1 t-test for a single sample mean(%) if o is NOT known
"‘:9'05 if not given i i 12.2 x? test for a single sample variance or standard deviation
Step 4) Reject or Do Not Reject Null Hypothesis Single Population - Data Type: Nominal (Categories)
Step 5) State Conclusion - -
} - 12.3 | Z-Test for proportions (when there are only 1 or 2 categories)
-Reject Hy, there is evidence to support H; at a 3 - -
level of significance 15.1 | X good.ness of fit test where there are 2 or more categories
-Do not reject Ho, there is not enough evidence to Compare 2 Populations - Data Type: Interval (Numbers)
support H, at a level of significance 13.1a Comparing means? g is known? - Z-test for difference between means
13.1b Comparing means? Independent groups? o is unknown? Equal Variances?** - Equal variance t-test
P-Value Rejection Method 13.1c Comparing means? Independent groups? ¢ is unknown? Unequal Variances?**-> Unequal Variances t-test
1-Tail Test- Reject H,, if P-value is less than a 133 Comparing means? Matched Pairs? - Mean of differences for matched pairs t-test
2-Tail Test - Reject H,, if 2*P-value is less than a 134 Comparing variability (variances or standard deviations)? > F test to compare variances
** May have to perform test 13.4 to determine if variances are equal or unequal [Always 2 tail test]
Confidence Interval Rejection Method: A 2-tail hypothesis can Compare 2 Populations - Data Type: Nominal (Categories)
be rejected if the sample data is outside the confidence 135 |2 Categories? >Z-test for difference of proportions
interval, or not rejected if it's inside the interval. 15.2 | 2 or more categories? Determine if there categories are dependent or independent? = x? Contingency table test.
Compare 2+ Populations - Data Type: ?
Hypothesis H, True H, False 14.1 | Interval Data? Compare means of 2 or more populations? > ANOVA
Testing Errors (Person is (Person is not 15.2 | Nominal Data? > x* Contingency table test.
innocent) innocent) Determining If Relationship Exists Between Variables
Reject H, Type 1 Error Correct Decision 15.2 Nominal Data? - x* Contingency table test.
(Jury Convicts) Probability = a 16.4a Interval Data? Is one variable independent and the other dependent? - Test for slope f; or Test for rho p
Do not reject H, | Correct Decision | Type Il Error 16.4b
(Jury Acquits) Probability = 8 16.4b Interval Data? - Test for rho
Distributions: Z vs t vs F vs x2 C Confidence Levels & Z-Values Sample Mean ¥ = Zx
4 Normal Distribution, symmetric Confidence Significance Zy a2 Zas "
t Approaches Normal Distribution as df - co Level1 —a Level a ) 5 Sh G0
Flatter and wider than normal as df - 1 0.90 (90%) | 0.10 (10%) Z910=1.28 0.05 2y 05=1.645 Sample Variance s* = == =—
F Positively skewed, positive values only ( > 0) 0.95 (95%) 0.05 (5%) Zp05=1.645 0.025 Zp025=1.96 Sample S e 02
ample Std. Dev. s = [==——
Shape dependent on degrees of freedom 0.98 (98%) 0.02 (2%) Z,0,=2.05 0.01 Zp,=2.33 ~1
x? Positively skewed, positive values only ( > 0) 0.99 (99%) 0.01 (1%) Z901=2.33 0.005 Z0.005=2.575
Shape dependent on degrees of freedom For population, divide by n instead of n-1
As df increases, becomes symmetric Sampl(; S/izzT? Estimate A Mean Sample Size To Estimate Proportion Shortcut Formulas (Only for samples):
a/2 2
Other words for variability: n= ( B ) n= <z,,/27 Sample Variance s* = ﬁ [2 xf - %]
i i i i Round your sample size up! =
HiLo, Dispersion, Consistency, Accuracy Y P! P Round your sample sive up Sample Std. Dev. s = ﬁ[z Xt %]

Type Il Error (8) & Power Calculation
Find the rejection region critical value in terms of % using the y in the null hypothesis X = z% +u

Use -z, (left tail test) Use z, (right tail test) Use tz,,, (2 tail test)
Calculate the Z test statistic using the x value(s) from step 1 and the TRUE u

Use the Z values to find the probability of NOT being in the rejection region.
The rejection region is the based as what is stated in the alternative hypothesis.

Describe 1 Population Compare 2 Populations Compare 3+
/ Compare A Populations
Interval Mominal d oo acral }rr_ﬂnal ANOVA - BOX 14.1
\ BOX 12.3 ‘\\ = .
/ \\ Central Compare 2 Determine
Central Variability Di:?r;:z:il:ns Location Proportions | Relationship Relationship
Location BOX 12.2 BOX 15.1 BOX 13.5 BOX 15.2 Betwleen
1 Two Variables?
o known? Independent | | Matched Pairs Variability BOX
Samples BOX 13.3 134 Interval Nominal
1E2 N | BOX16.4AB | = BOX15.2
BOX 11.2 BOX 12.1 & known? NO = (Do Not Reject)
Population Box 13.1B
/\ Variance
YES =or+ # (Reject)

BOX 13.1A (F Test 13.4) Box 13.1C




11.2 1-Tail 2 -Tail 1 - Tail 13.1.c 1-Tail 2 -Tail 1 - Tail 14.1 1 - Tail Only (Right Tail)
(Left Tail) (Right Tail) (Left Tail) (Right Tail) H, Uy =My = i3 = =
Hy U= po U= U U=y H, Ui —p, =D U —H, =D Ui —H, =D [k is the number of groups we have]
H, u <y B # po w> H, At least 2 means differ
Test ,= X— U H, W —p, <D W=, #D w—u,>D Note: Use ANOVA table below!
Stat A D is the difference between 2 means Test = %
e n (usually 0 unless otherwise specified) Stat
Reject z< =2, z < =24/, OR Z>Z,4 Test F1 — %) — (g — 1z) Reject F>Fepw,
If... Z> 2y Stat = If...
Conf. LCL i—za/z% ucL i+za/z% st st df. wherev) =k—1,v,=n—k
Limits N N 1 My Req’d Populations must be normal.
Reject t< —tgy €< —taay OR t> tay Population variances must be equal.
12.1 1-Tail 2 -Tail 1 - Tail If... > tsze
(Left Tail) (Right Tail) ar RN ’ 14.1 ANOVA Table
H, U= Uy U= Uy U=l (n_t + nzz) Source Of Degrees Sum Of Mean Squares F-
H, < g B # o 1> g Vo ot [Round down to # in table] Variation of Squares Statistic
Test _X-u (n—l) (nz) Freedom
Stat s/Nn L - 7+ niz_l Treatments k—1 SST MST = SST
Reject t<—tg, t < —tq/2, OR t>ty, Conf. (between) T k-1 P MST
If... t> tyow ILimathis LCL (%, = %;) — tajap |- - Error n—k SSE MSE = SSE " MSE
df v =n~—1 [Round down to nearest # in table] N I (within) —n—k
Conf. LCL % — typp~  UCL X+ to,— UCL (%, — %) + tajop e Total n—1 SSTotal = SST+SSE
Limits v v SST = ny (%, — X%+ ny (%, — )% + - + n (%, —;)2
133 1-Tail 2 -Tail 1- Tail SSE = (my = 1)sf + (n = Dsf + -+ (. — st
12.2 1-Tail 2 -Tail 1-Tail : (Left Tail) (Right Tail)
(Left Tail) (Right Tail) T — = 9 — k = # of groups n= Overall sample size (n, + n, + ---ny)
7 _ 7= 2 _ 0 Hp = Hp = Hp = n, =Sample size of group # s# = Variance of group #
Hy o # o # o # H iy <0 20 >0 7
L2k ot <# o’ ## ot > # Nolle' - is the mea#[z})f the differences - i# = Mean of group # Ny Ny Xyt k)
Test 2 _ (n—Ds? : Ho between the two groups X = Grand Mean (Mean of all samples) = W
tat _ 2 —
St 2 2 2 2 < 2 2 Test —
Reject X5 <Xi-aw | X°<Xi-aj2w X° > Xaw Stat =35
If.. OR X2 > X200 N 16.2 Linear Regression
A D —_
df. v=n—1 Reject t< —to, t < —ta2, OR t> ty, Mol ___ y=fotpxte
Conf. LoL @b Ds? UeL (n-1)s? If... >ty Regression Line Y=by + b;x
Limits X, oo /2 . Coefficients b = Sxy o) b= —bx [I
a/2v a/ df. v = n, — 1 [Round down to nearest # in table] 1552 [Stope] o =Y —biX [Intercept]
Conf. LCL Xp — tapp—= Covari 1 i)
12.3 1-Tail 2 -Tail 1-Tail Uit o ovanance Covx,y) = Spy = —— [Z Xy — M]
(Left Tail (Right Tail) UCL %5 + o 7= : WBETLS =
H, b= # b= # p=# Variance of X . 1 [Z e (le)
X i
H, p<# p## p># 13.4 1-Tail 2 -Tail 1- Tail _ n-t
Note # must be a value between 0 and 1 inclusive (Left Tail) (Right Tai) Variance of Y o= Z (Z yl
Test p L X . H, o? o2 o? Y n-1
= - 0 1 1 1
Stat P=3 [if ot given] oz 1 oz 1 —=1 Residual e =y, =9
H o2 o2 ) Sum of Squares SSE =Y (y; — 9 n—1)(s 2 _ Sky
Reject z< =2, 2z < —Zq4/; OR Z> 2z, ! 0_—12 <1 0__12 *1 0__12 >1 for Error i =99 =( ) ( )
If.. 7> 24 = o Sum of Squares SSR=Y(9; — )?
ch d For z-test: use only if np > 5and n(1 —p) > 5 51;1 F= S_12 orRression —
For Conf. Lim: use only ifnp > 5andn(1 —p) >5 T T SSlliot] SSTotal = SSERSSR
Conf. P it Reject F< F<o F>Fopw, Standard Error
g . a p-p. ~ p1- a/2,vz,v- :
Limits LCL P = Zap2 UCL P+ zqp2 " L If.. J A F> FL/Z"']’VZ Of Estimate
= b b df. v, =n, —1, v, =n, —1[Round down in table] Coefficient of . S3 i SSE -1 SSE
13.1.a 1-Tai 2 -Tai 1 - Tail Conf. st 1 st D inati =2z - ~Cor
LCL (% UCL(Z)F ctermination 262 2
(Left Tail (Right Tail) MLtk (A () Feran e SESy Z0i-y> SST
= — o, = —u, = CEEEE —JRE=32_- [1-
Hy M= =D m—pp=D Mm—py =D Correlation r=VR:= Sy 1 Si-9)?
13.5 1-Tail 2 -Tail 1 - Tail Prediction 2
Hy fy—ft, <D ) = >D , i 1 (%%
Left Tail Right Tail Interval o 1 g _
Note: D is the difference between 2 means T (f BZI)D —> ( ? i'i) V * tapepse |1+ a7t m-Ds v=n-—2
(usually 0 unless otherwise specified) - DL =Py DoP = D mP2 = Confid
Test G- %) — (s — 1) Hy pr—p, <D pr=p,#D pr=p,>D ontidence, 1 (x _,g)z
Stat o Tl o Pl Note: D is difference between the proportions (usually 0). Interval Estimate 9+ taszvSe 5712 v=n-2
a2 Test Use this if D=0 Use thisif D # 0 it g zsici (n=Ds
n, ny Stat 7= 2= Value
. - P =P, (=P =D 2 Y 7 it Y
Reject Z< =2, z < =24, OR zZ> 27, T > 5 <data> <data> Calculate Calculate Calculate
If... 2> 20p Jp(l_p)( 5 JMJrM — ~ . T
Cont. n; ny n X = Yi= XiYi = Xi = Yi =
! _ o2
Limits LCL (21 = %) = Zepz 5 + E N Test for Slope
UCL (&, — %,) + Zaj2 o} + a3 p= n, +n. 16.4a 1-Tail 2 -Tail 1 - Tail
T2 Reject Z< —2, z < —Z4/, OR z>7z (Left Tail) (Right Tail)
If. ! “ 2
Z> Zgs Hy Bi=0 Bi=0 =0
13.1.b ‘I*Tail. 2 -Tail 1 - Tail Req’d P, > 5 n(1—p) =5 H, B, <0 B, #0 B, >0
(Left Tail) (Right Tail) n,p, =5 n,(1-$,) =5 Negative Some Linear Positive Relationship
H, U —p, =D Uy —p, =D Uy —pp =D Conf. LOL (b — ) 5 relationship Relationship
Limits P1=P2) = Zaj2 ) n Test _bi—B) Se
where s, = ——=—x
H, M=y <D ) M=y >D " h 5.1, p20-p2) St Sby " Jm-Dst
Noto: - - UCL (1 = P2) + Zapo [ + == X
ote: D is the difference between 2 means n 7y Reject t< —tgy t < —tg/2, OR t> ty,
(usually 0 unless otherwise specified) If... ’ E>t. '
Test ¢ = Gt i) 2 _ (st s @
Stat J"lz’(ﬁﬂ%z) ? natna-2 df v =n — 2 [Round down to nearest # in table]
Reject t< —tg, < —tgy OR t> ta, Conf. LCL by — (taj20)5p, UCL by + (ta2.0)S0,
If... > tyan Limits
it v =n, + n, — 2 [Round d;::wn to nearest # in table] Note .Usc to determine if a linear relationship exists between an
Conf. ~ ) independent and dependent variable (both must be normal)
PN LCL (%, — %) — ¢ +—=
Limits 1 2 a/2p 2
Test for Coefficient of Correlation
~ (% =z 1 1 15.1 1 - Tail Only (Right Tail
UCL (& = %) + tajop |53 (; + ;Z) g —— & ; ylBigharai) 16.4b 1-Tail 2 Tail 1~ Tail
0 L= Py Z e P = P (Left Tail) (Right Tail)
H, Atleast one p; is not it’s specified value H —0 —0 —0
15.2 1 - Tail Only (Right Tail) Note: The # must be a number between 0 and 1 inclusive. HO L <0 L= 0 L ; 0
H, The two variables are independent Test Y= Z(/—e)2 e =np 1 Np " S ‘i_i Positi pR lationshi
H, The two variables are dependent (or not independent) Stat e ' : letga |\;1e. Rolms |n}e1_ar ositive Relationship
Tost S Z(f,g)l "~ Row L total~Column J total both f and e must be a FREQUENCY, not a relationship elationship
Stat =L U = " Foat samptesive PROPORTION! Test
both f and e are FREQUENCY, not a PROPORTION! Stat
Reject x:>xis Reject > Xew
If.. If... Reject t< ~tg, t < —ta, OR t> ty,
d.f. v=(r—1)(c—1) r=#of rows, c=# of columns d.f. v = k — 1 where k is the number of categories If... t>ten
Req’d “Rule of 5”, expected value for each cell must be > 5 Req’d “Rule of 5", expected value for each cell must be > 5 d.f. v = n — 2 [Round down to nearest # in table]
Note: Use to determine if a linear relationship exists between any two

normally distributed variables.



